3. X.25





3.1 Overview of X.25





The X.25 specification defines three distinct protocols. The Link Access Procedure B (LAPB) which is a Link Layer protocol, the optional Multi-Link Procedure (MLP), and the Packet Layer Protocol (PLP) which is a circuit switched network layer protocol. If MLP is not in use then Single-Link Procedure (SLP) is said to be in use, this is a non protocol, it is a term used to explicitly show that MLP is not in use. It is difficult to know where to place MLP in terms of the protocol layers, its purpose is to allow a number of link layer connections to appear as a single link layer connection to the packet layer. The purpose of doing this is to provide a greater throughput of data, and to provide a greater resilience to failure of an individual physical connection. It probably belongs in the link layer along with LAPB.





The X.25 specification makes reference to other CCITT specifications that are important to the operation of X.25:





X.21, X.21bis and X.150


X.31 and X.32


X.121 and X.301





The X.21, X.21bis and X.150 standards define the physical layer that is to be used by X.25 when operating on point-to-point data circuits, the detail goes as far as defining the size and shape of the physical connector that is to carry the electrical signals. The X.21 specification is for a purely digital electrical connection whilst X.21bis is an analogue variant of X.21 which is electrically compatible with the widespread V.24 specification. V.24 is the official CCITT name for what is more commonly known as RS-232, the standard serial port connector on most computers. The X.150 standard defines the procedures to be used for loop-back operation on an X.21 circuit.





The X.31 and X.32 standards define the use of X.25 over ISDN (Integrated Services Data Network) and in particular defines the electrical interface between the ISDN “outlet”, named a TA (Terminal Adapter). The differences between X.31 and X.32 are from dealing with different classes of ISDN connection, X.31 is for dedicated access to an X.25 network via an ISDN connection, while X.32 is for non-dedicated access to an X.25 network via an ISBN connection.





X.121 and X.301 define the format of the addresses that are used within the X.25 Packet Layer, this will be discussed later.





Three protocol not referenced from the X.25 specification but which are important in the X.25 world are X.3, X.28 and X.29. These protocol are known colloquially as “Triple X” and are used to connect a terminal to a central computer via an X.25 network. They are somewhat analogous to the TELNET protocol that uses the Internet protocols. The device that connects a terminal to an X.25 network is called a PAD (Packet Assembly/Disassembly) and the three protocols define different aspects of the PAD. They are:





    X.3	Terminal services provided by the PAD,


    X.28	The user interface to the X.3 service,


    X.29	The usage of the X.25 packets to carry the data.





From the point of view of this document, only X.121 and X.301 are of any real significance. The rest of the standards are important from the point of view of implementing the X.25 protocol connected to a public data network, such standards are necessary to ensure equipment interoperability.





The X.25 protocol document discriminates between the two ends of an X.25 connection. X.25 always assumes that the protocol is being used by customers using a network which is provided by a network provider. The customer end of the connection is named the Data Terminating Equipment (DTE) and that is connected to the network provider which provides their end which is named the Data Circuit Terminating Equipment (DCE). This leads to the following arrangement between two customers and the network provider.
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The specification assumes that two customers do not wish to connect their equipment together directly. In fact when studying LAPB later it will be seen that this is impossible to do. There is no intrinsic reason not to allow two customers to do this, but this would not be good politically for the telecommunications providers. It should be recalled that X.25 was created by the CCITT which is made up of representatives of many national telecommunications providers who believed that they should be solely responsible for providing the networks in their country. X.25 could be seen as the manifestation of this attitude in a technical specification. X.25 is written from the point of view of the DCE, the operation of the DTE has to be extrapolated from the information about the DCE, and therefore much of the detail is left out.





Within the specification X.25 is described as an interface protocol. With most protocol structures the network itself uses the same protocols as the end user, this is not the case with X.25. The network provider is free to use any protocol that it likes internally. Using the seven layer protocol diagram from the previous section with X.25 leads to the following structure.
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It can be seen that it is not possible to be specific about the internals of the network once the data has been passed to the DCE. All that can be shown is that the data will be passed from one DCE to the other DCE and then onto the other DTE. Once this is understood then some of the design decisions within the Packet Layer become more understandable, if seen out of context then they may appear a little arbitrary.





The CCITT have provided a standard for the interconnection of two X.25 based networks which is called X.75. This is similar to X.25 but is simplified since it does not need to include any provision for users. In this specification the two ends of the connection are equals and are both labelled Signalling Terminal Exchanges (STE). Such STEs would be used to link together two national networks, this does not imply that X.75 is the protocol used internally within a network provider in the same way that it cannot be assumed to be X.25 either. By specifying an independent protocol the CCITT ensured that national networks would be able to link together without difficulties regardless of the technology used within the networks.


�
3.2 Principles of Operation





Each of the individual protocols analysed in this document has certain characteristics that are worthy of further investigation in order to fully appreciate the task that it is performing. The following sections are not meant as definitive guides, and are not meant as a complete distillation of the protocols, reference should be made to the X.25 specification and the SDL diagrams for that information.





3.2.1 Link Access Procedure B





Link Access Procedure B (LAPB) is the Link Layer protocol defined for use with the X.25 Packet Layer protocol. It is very important that LAPB performs its task properly since the Packet Layer makes certain assumptions based on this premise. 





The aims of LAPB are to offer the following three services to the Packet Layer:





Reliable, ordered delivery of data,


Error detection and correction,


Flow control.





The reliable, ordered transmission of data is of particular importance to the Packet Layer as that protocol makes some assumptions based on this premise. The loss or re-ordering of data would have a devastating effect on the Packet Layer. The normal way to achieve this aim is to tag each piece of information to be transferred with some unique identifier that indicates its position in the data stream. In this way data that is received out of order can be clearly identified and acted upon. This identifier normally takes the form of a number and is referred to as a “sequence number”. The number used is not actually unique, but the protocol is designed such that there is no ambiguity with the numbers used.





Error detection is used to ensure that the data received has not been corrupted in transit, the associated error correction will then make an effort to replace the corrupted data with a new uncorrupted copy. The form of error detection used is the incorporation of a checksum, called the Frame Check Sequence (FCS), into the data being transmitted, and by delimiting the start and end of the data packet with unique markers usually known as “flags”. These flags ensure that a valid piece of data is distinguishable from random noise on the communications channel, any data within the data stream to be transferred that has the same pattern as a flag is modified so as the confusion is removed, this process is known as “bit stuffing”. Having recovered a frame, the checksum is re-computed and if it matches the checksum received, the received frame is declared to be valid.





This method of protecting the data, and the frame formats used are known as HDLC (Higher level Data Link Control) which is in turn derived from an IBM protocol called SDLC (Synchronous Data Link Control). This family of protocols is in very common use due to its ability to work over many different media and its ability to detect errors. The checksum is typically calculated with a polynomial equation, and in the case of LAPB it is defined as:





	P(x) = x12 + x5 + 1





The flow control element of LAPB is used to ensure that the receiving side of the LAPB connection is not swamped with data when it cannot accept it. The protocol incorporates a method whereby the receiving side of the connection can tell the transmitting end that it cannot receive any more data, the transmitting end is then expected not to send any more data until the receiving end has explicitly signalled that it is ready to receive data again. This flow control only operates between the two adjacent communicating systems and is separate to any flow control employed by the Packet Layer.





LAPB is a sliding window protocol, this means that at any given time there is a maximum number of unacknowledged frames of data, as more of these frames are acknowledged, more data may be transmitted up to this maximum value. This allows for the efficient utilisation of the communications medium, the X.25 specification includes tables of recommended values for this window for the optimal use of a number of different communications channels.





A relatively new change to LAPB has been the introduction of “extended mode”, the original LAPB now being referred to as “standard mode”. In this new mode, the format of the LAPB frame has been modified to allow for greater window sizes, this leads directly to even greater utilisation of high speed communications links. The operation of LAPB is the same between the two modes but the frame format is not.





Since LAPB is only used between two adjacent systems using a dedicated communications line, there is no need to include any form of addressing with it. Within the LAPB part of the specification there is talk of a one byte address field, but in reality this field only contains some control information and is not an address in the accepted sense of the word since there is only one receiver.





3.2.2 Packet Layer Protocol





The Packet Layer Protocol is used end-to-end. It relies on LAPB for a number of services and this means that the Packet Layer does not include any form of checksum, it assumes that any errors will be detected and corrected by LAPB and only clean uncorrupted data will be presented to it. Like LAPB the Packet Layer also includes flow control and a sliding window, although unlike LAPB these only operate end-to-end and have no bearing on the direct LAPB link and its parameters.





One area that is unique to the Packet Layer (and to X.25) is the use of Facilities. This is a mechanism whereby an X.25 system may negotiate with the remote system and with the intervening network for the setting of parameters. These parameters include such technical items as the maximum size of the data allowed in a single Packet Layer frame and the window size to use, to more administrative items such as the setting of reverse charging and of closed user groups. These latter items are indicative of X.25 being used by telecommunications providers who also supply standard telephone systems, since these same providers provide “public networks” these aspects are of importance for exactly the same reasons as the standard telephone network.





These facilities are held in a standardised format which allows for new facilities to be added without affecting existing implementations, apart from their inability to recognise the values that they contain. The standard identifies a method to allow for a particular network provider to add their own facilities values in a manner that does not conflict with the standard facilities values that are globally defined in the X.25 specification.





Although the Packet Layer is defined as being essentially end-to-end in its use, the facilities may be inspected by all the intervening systems which may have a reason to act upon them. This is particularly useful if one system asks for a facility that is not supported by the intervening network but is supported by the two end systems, in this case the intervening network would modify the facilities to ensure that the negotiation between the two end systems did not lead to unacceptable values being used. In the most extreme cases the intervening network could reject the connection request, the Packet Layer has a means whereby the reasons for such a rejection can be ascertained by the originating system.





Each Packet Layer connection is identified by a twelve bit number which identifies the logical circuit. This number is unique within the context of a given LAPB connection with a neighbour, once the connection has been started this number is the only way that a particular connection is identifiable. The only time that the addresses are passed is in the initial connection setup phase. The nature of X.25 means that a given connection may only use one route through the network and this means that all intermediate systems may use this number for identifying the data, these intermediate systems would have also seen the original addresses in the original connection request packet and will have stored it.


The previous paragraph may have given the impression that the logical circuit number is unique within the network, but it is not. Across each link within the network this number will probably be altered to ensure its uniqueness, therefore each system will have a table of translations between the different numbers in use over different links. The advantage of this approach is that information about the addresses is removed from all packets apart from the first ones, this reduces the overhead of the header information, for the standard Packet Layer mode the header is only three bytes in length, and for the extended Packet Layer mode it increases to four bytes.





Like LAPB, the Packet Layer also has an extended mode of operation, and it too was introduced for much the same reasons. The potential window size is increased greatly over that offered by the standard mode and within the context of a high performance network, can be seen as a great efficiency gain. The use of the extended mode may be negotiated by the use of the aforementioned facilities provided that the intermediate network supports its operation.
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